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1 Introduction

Learning language at a young age is key for children’s early literacy develop-
ment, which in turn is crucial for later academic success (M. M. Páez & López
2007; Hart & Risley 1995; Dickinson & McCabe 2001). A major problem faced
by many children, particularly from low socioeconomic status (SES) families, is
limited exposure rich language during adult-child conversations at home. For in-
stance, studies have reported that low-SES parent/child conversations tend to be
less frequent and of shorter duration when compared with those of their higher-
SES counterparts (Hart & Risley 1995; ROWE 2008). Low-SES children also tend
to receivemore directives from their parents, delivered in shorter utterances with
less diverse lexical items, and are asked fewer open-ended questions (Hart & Ris-
ley 1995; ROWE 2008; Hoff 2003). In contrast, high-SES parents are more likely to
negotiate with their children and teach them about the world (e.g., objects and
events) through conversation (Lawrence & Shipley 1996). High-quality, social,
responsive, and facilitative interactions between parents and their children is es-
pecially crucial for young children’s language development (Tamis-LeMonda96;
Roseberry et al. 2013; Tamis-LeMonda et al. 2001). Deficits in these early expe-
riences can have a detrimental effect on young children’s development of early
language and literacy skills. Studies report that low-SES preschool-age children
have significantly smaller vocabularies than their high-SES counterparts. Sub-
stantial disparities also exist in their vocalizations (Gilkerson et al. 2017). These
differences often get magnified over time once children enter school (Hart &
Risley 1995).

This “participation gap” is nowwidely recognized between families with differ-
ent SES backgrounds, particularly as it pertains to the active participation of par-
ents (or adults) in children’s literacy learning process (Neuman & Celano 2012a).
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A 10-year-long observational study by Neuman & Celano (2012a) found out that
children from a low-SES and a high-SES neighborhoods used digital educational
resources (computers and literacy software) in very different ways, even though
the two groups had adequate access in terms of the amount of time and number
of resources, and both invested a similar level of effort in using them for learn-
ing (Neuman & Celano 2012b,a). Specifically, parents from higher-SES neighbor-
hoods used computer games as a tool to actively facilitate lessons on literacy
learning with their children. In contrast, parents with from lower-SES neigh-
borhoods tended to let their children use the computers on their own, without
parental participation or facilitation, even when their children were struggling.

There is urgency in figuring out how to enrich social and conversational inter-
actions between parents and children from lower-SES households. Recognizing
this, a variety of early childhood interventions have been designed and imple-
mented with the ultimate goal of promoting children’s cognitive skills, language
development and school readiness via fruitful parent-child interactions (Deutscher
et al. 2006; Lugo-Gil & Tamis-LeMonda 2008; Rodriguez & Tamis-LeMonda 2011).
Although these programs can be successful and effective, they are also costly and
time-consuming so they do not scale well. Many do not take place in a home set-
ting where most conversations happen naturally.

We argue that AI-augmented learning technologies have great potential in fos-
tering and enriching parent-child interactions. Today, there are many e-books
and educational apps designed for children, and some are designed to support
parental participation (McNab & Fielding-Barnsley 2013; Takeuchi & Stevens
2011). However, the area of parent-child learning technologies that improve the
quality of parent-child conversation is still largely under-explored. Very few tech-
nologies have been designed to support rich adult-child interactions, say to proac-
tively facilitate dialogic storytelling between the two stakeholders in the here and
now (Chang & Breazeal 2011). In addition to promoting children’s learning, we
believe that guided parental involvement in children’s learning process can also
boost parents’ motivation and self-efficacy in their children’s education (Hoover-
Dempsey & Sandler 1995).

Given the great promise of facilitative technologies for parent-child dialogic
storytelling (where parent and child not only read but actively converse about
the story, asking and answering questions, commenting on the narrative, etc.),
our long-term research goal is to develop an early childhood language interven-
tion aimed at promoting and guiding parent-child interaction through a social
agent. Our ultimate goal is to implicitly coach and empower low-SES parents to
reduce this participation gap – and close the learning disparity between low-SES
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and high-SES families. We envision that the social agent will be designed to par-
ticipate in triadic activities – actively engaging with the parent and child in a
joint story reading activity – to promote the interactivity between all of them
during story time.

However, before designing a social agent facilitator, we need to have a compre-
hensive understanding of 1) how the parents and children engage in story reading
activities in a natural setting, and 2) how the parent-child relationship impacts
their story reading styles (i.e., both verbal and nonverbal communication). As a
first step toward designing a robot facilitator, this study aims to uncover the in-
teraction dynamics between a parents and their children in a co-reading activity.
In this report, we describe our study design and the novel multi-modal dataset
we collected of parent-child story reading interactions. We present the measures
we used to assess diverse aspects of the parent-child relationship, as well as other
factors related to children’s language development (e.g., home literacy environ-
ment). Lastly, we use automated video analysis methods to extract body pose of
both parents and children during these story reading interactions. We present
our analysis that identifies interesting correlations between participants’ body
pose and the social/emotional relationship between parent and child.

2 Study Design

2.1 Participants

Thirty-four families with children between the ages of 3-7 years old were re-
cruited for our study in the greater Boston area. In each family, one parent and
one child participated in the study activities. Three families withdrew from the
study without completing the full procedure for reasons not related to the study.
Thus, a total of 30 families completed the full study and we included their data
in our quantitative analysis (Table. 1; Table. 2).

Table 1: Gender identity of the participant families in our dataset for
quantitative analysis.

parent’s gender child’s gender

Female 22 10
Male 8 20
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Table 2: English proficiency of the participant families in our dataset
for quantitative analysis.

Native Bilingual English Language Learner

Parent 14 10 6

Figure 1: Parent-child interaction scenario in the lab setting.

2.2 Protocol and Procedure

The study protocol consisted of three parts in the following sequence: 1) a 45-
minute in-lab session atMITwhere parent-child pairs read stories together for 20
minutes, then the parent filled out surveys for another 20 minutes, 2) a session in
the participants’ homewhere they engaged in two 20-min story reading activities
on an assigned Android tablet, and 3) one 45-minute in-lab session for 45minutes
that was similar to the first in-lab session. During the in-lab sessions, parent-child
pairs sat next to each other as shown in Fig.1. Families that completed all three
sessions were given $75 as their compensation.

2.3 Materials

A digitized version of our storybook corpus on a touchscreen tablet was used
for both the in-lab and home sessions (Fig. 2). The storybook corpus consists of
around 30 storybooks recommended by early childhood education experts and
teachers. Each story lasts from 3 minutes to 15 minutes. Stories shorter than 5
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(a) App landing page. (b) An example of a story page on the screen.

Figure 2: A digitized version of the storybook corpus on a touchscreen
tablet.The books are divided into two categories based on story length.

minutes were categorized as ”short stories” and the rest as ”long story.” Dur-
ing the story reading activity, the parent and child could select any books they
wanted to read from the corpus.

2.4 Measurements

During the in the in-lab sessions, audio and video was captured during parent-
child co-reading using themicrophone and cameras installed in the story reading
station (Fig. 1). Four cameras were used to capture different angles of the dyadic
interaction (i.e., frontal view, birds-eye view, parent-centered view, and child-
centered view). The audio recordings were sent to a professional transcription
service (Rev.com) to obtain textual annotation of recorded speech. For the in-lab
sessions, parents and children were asked to wear unobtrusive wearable sensors
(E4 sensors from Empatica.com) on their wrists. The E4 sensor measures physio-
logical arousal (reflected in electrodermal activity), body temperature, and heart
rate variability. These bio-signals are good predictors of a variety of affective
states. In the home deployment, only the audio was recorded from the tablet’s
built-in microphone.

We also collected demographic information. Each parent filled out surveys on a
touchscreen tablet reporting their social-economic status, home literacy environ-
ment, parenting styles (Kamphaus & Reynolds 2006), a parental theory of mind
assessment (Warnell & Redcay 2014), and a child’s temperament and behavior
questionnaire (Putnam & Rothbart 2006).
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(a) Number of questions asked
by the child

(b) Number of questions asked
by the parent

(c) Number of conversational
turns between parent and child

Figure 3: The conversational interaction dynamics between a parent
and a child was assessed in terms of the number of questions asked by
a child, the number of questions asked by a parent, and the number of
conversational turns between the two. The time window was 10 min-
utes of story reading randomly selected from the in-lab story reading
sessions for each family.

3 Data Analysis and Results

3.1 Question Asking Behavior

To characterize the conversational interaction dynamics between each parent-
child pair during co-reading, we used three measures: 1) the number of questions
the child asked, 2) the number of questions the parent asked, and 3) the number of
conversational turns between the two. We define the number of conversational
turns as the number of listener-speaker turns that a parent and child exchange
when reading stories together. To annotate the video, we randomly selected a
10-minute interaction from the in-lab story reading sessions for each family, and
calculated the three aforementioned measures within that time window. The dis-
tribution of each measure’s results across 30 families is displayed in Fig. 3. All
three distributions are skewed toward the left, indicating that the story reading
for a very small subset of families were much more interactive than the rest of
the families.

3.2 Parenting Styles

Adult participant’s parenting style was assessed using self-report survey ques-
tions from the Parenting RelationshipQuestionnaire (PRQ) (Kamphaus&Reynolds
2006). The PRQ questionnaire is comprised of multiple dimensions of the parent-
child relationship such as parental discipline practices, parental involvement,
parenting confidence, and relational frustration. The distribution of each PRQ
dimension across the 30 families is shown in Fig. 5. These results show that the
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(a) Discipline Practices (b) Parental Involvement (c) Parenting Confidence

(d) Relational Frustration

Figure 4: Distribution of each parenting style scale from Parenting Re-
lationship Questionnaire across 30 families.

four parenting style dimensions share distinct distribution patterns with parent-
ing confidence having the most widely-spread distribution. This suggests that
the families in our study have very diverse parenting styles, and such diversity
gives greater motivation for understanding how parenting styles impact story
co-reading interaction between parents and children.

3.3 Child’s Home Literacy Environment and Temperament

The home literacy environment was measured in terms of the number of chil-
dren’s books in the home (Fig. 5a), and the amount of time (in hours) at home
that someone reads to the child each week (Fig. 5b). A child’s temperament was
measured using Child’s Behavior Questionnaire (CBQ) completed by the child’s
parent (Putnam & Rothbart 2006). The CBQ is comprised of measures for sur-
gency, negative affect, and effortful control. To obtain an overall summary of
the child’s temperament, we summed up the individual score of each of the three
sub-scales with a high score indicating negative temperament. Our CBQ results
indicate that participant distribution was not heavily skewed toward either ex-
treme, and the child participants had a wide range of temperaments.
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(a) Number of children’s books
at home.

(b) Amount of time (in hours)
at home that someone reads to
the child each week.

(c) Child’s temperament mea-
sured by Child Behavior Ques-
tionnaire (CBQ).

Figure 5: Distributions of child’s home literacy environment and tem-
perament across 30 families

3.4 Body Pose Extraction

3.4.1 Background

Nonverbal behavior is expressed through body movement as surveyed in Klein-
smith & Bianchi-Berthouze (2013); Karg et al. (2013); Zacharatos et al. (2014);
Stephens-Fripp et al. (2017); Noroozi et al. (2018). Expressive movement is cate-
gorised into four types: communicative (e.g. gestures), functional (e.g. walking),
artistic (e.g. choreography), and abstract (e.g. arm lifting), where a single or a
combination of these types represent an affect (Karg et al. 2013). For example,
anxiety is linked to expanded limbs and torso, fear is linked to elbows bent, and
shame is linked to bowed trunk and head (Kleinsmith & Bianchi-Berthouze 2013).
In computational movement detection, actions are detected through body mod-
els, image models and spatial statistics, where grammar, template and temporal
statistics are extracted (Weinland et al. 2011). In Zacharatos et al. (2014), a focus
on low-level and high-level features, as well as features from coding systems for
body movement emotion recognition was given. Efforts have been made to cre-
ate a consensus reliable coding system, where the twomain body coding systems
are Body Action and Posture (BAP) and Labal Movement Analysis (LMA).

BAP is a micro-description of body movement proposed by Dael et al. (2012),
where body movements are described on an anatomical level, a form level, and a
functional level. Body behaviours and actions are described through body parts
and joints movement, location and orientation. Automatic coding and annotation
of BAP were proposed in Velloso et al. (2013), where a full body motion tracking
suit is used. However, such sensor suits are not suitable for remote body be-
haviour analysis. To the best of our knowledge, there is no automatic remote
recognition of BAP coding.
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Figure 6: Body pose extraction

Dancing motion was coded by Laban and used for recognising performers’
emotion from their body motion (Aristidou et al. 2015). A motion capture system
of 8-cameras and a special suit were used to collect performed dance movements.
Laban divides humanmotion into four components: body, effort, shape and space.
In Aristidou et al. (2015) study, some of the Laban features are automatically cal-
culable and were selected for body emotion classification.The results reached up
to 98% in mutli-class categorical emotions such as anger (i.e. desecrate emotions).

Continues emotion recognition in theatre performance using LMA was pro-
posed in Senecal et al. (2016), where a Microsoft Kinect device was used for mo-
tion capture. The initial results were promising, and showed a potential for ad-
vancing emotion recognition using LMA.

Beside the body coding systems described above, static and dynamic features
and their combination were used for affect recognition from body behaviour
(Noroozi et al. 2018). These features could also be represented as geometrical
and appearance features.

Using dynamic features, body posture extracted features proved to be valu-
able in recognising acted emotions as unimodal and when combined with other
modalities (Kessous et al. 2010). Statistical measures were calculated from the dy-
namic computer vision features such as quantity of motion (QoM), contraction
ondex (CI), fluidity, velocity, and acceleration, where the classification results
were these body-based features produced better recognition results than speech
and facial expression classification results. A 3D joint Euler rotationwas recorded
in Kleinsmith et al. (2011) for affective posture recognition, where the automatic
recognition achieved a comparable results to the human observers.
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3.4.2 Our Approach to Body Pose Estimation

Inspired by BAP and LMA bodymovement features, we aimed at extracting body
movement features from both the parent and the child that would facilitate ana-
lyzing their individual body gestures as well as their interaction with each other.
Both BAP and LMA represent the body gestures in three dimensional state.There-
fore, with the advancement of computer vision and deep learning techniques, we
utilized 3D body joint localization described in Tome et al. (2017). The 3D loca-
tion of the body joints are estimated from the detected 2D joints from images.
The body pose estimation is applied to each frame in the video individually to
extract the 3D location of 17 joints (see Fig. 6).

The raw data of the located 17 body joints are used to extract features that
are then use for body-motion behaviour analysis. However, before the features
could be extracted, normalisation techniques should be considered to account for
both within and between participants variation.That is, the distance between the
participant’s body and the camera while moving is variable (during approaching
and moving away from the camera), as well as the body size differences (height,
shoulder size, etc.) between the patent and the child. Normalisation assures reli-
able measures of the extracted features with comparability for analysis.

In this work, we use the distance between the sternum point location and the
collarbone (clavicle) points to normalise the distance between the other points
(their distance is divided by the distance between two given points). We selected
these two points for the normalisation since they are rigid, which make them
robust from continuous, sudden and skewed movements. Normalisation is per-
formed in each frame, then outlier detection usingGrubbs’ test for outliers (Grubbs
1969) was used to remove the frames with skewed measures (e.g. erroneous joint
location).

Once the low-level data are processed, we can do high-level features extraction.
We extract individual body pose and movement from the parent and the child, as
well as interaction and synchrony features from both bodies in relation to each
other. Assuming that the camera’s focal length is in the middle of the frame and
there is no lens distortion, we estimate individual body orientation (pitch, roll
and yaw) by solving the Direct Linear Transform (DLT) followed by Levenberg-
Marquardt optimization.We also calculate the bodies’ rotation in relation to each
other by calculating the Euler angles. Several features based on distances are also
extracted such as the distance between the child and the parent bodies. Moreover,
we calculate the distance between the child hand to their face, other hand, body,
parent’s face, parent’s body, and parent’s hands, and vise versa. This process
results in 32 features for each frame (i.e. low-level). In addition, from these 32 low-

10



MITILI REPORT 2020

level features we calculate the derivatives (velocity and acceleration) for each
consecutive frame.

Using overlapping windows of 5 seconds and 50% overlap, we extract func-
tional features (i.e. high-level) form these low-level body gestures for each ses-
sion. The functional features are: minimum (min), maximum (max), range, av-
erage, standard deviations (std), variance (var), skewness, kurtosis, peaks and
valleys. For each window slice, this process produces a total of 960 functional
features that are extracted from the head pose (32 low-level features ×3 (the fea-
ture and its two derivatives) ×10 statistical measures).

3.5 Head Pose Extraction Approach

Simple behaviours such as head movement could reflect cues about mood, emo-
tions, personality, or cognitive processing (Heylen 2006).More specifically, Leclère
et al. (2016) studied head movement during child-parent interaction sessions,
where they focused on mutual engagement (percentage of time spent face to
face or oriented to the task). Monadic Phases coding system is a measure for
child-parent synchrony, where head movement and orientation are indicators of
the level of interaction synchrony (Moore & Calkins 2004).

Automatic head pose estimation, once the face is detected, using computer vi-
sion techniques has been surveyed in Murphy-Chutorian & Trivedi (2008). Such
methods include template matching, where the head image is matched to the
nearest group of images that approximate the head pose, which requires a huge
variety of head pose images. Deformable models are another method for head
pose estimation, including the AAM, where specific facial points are labelled and
trained to create a 2D model, then the head pose is estimated using the direction
of the first principal component of the principal components analysis (Murphy-
Chutorian & Trivedi 2008). Another method of head pose estimation is determin-
ing the geometry between local features, such as the eyes, mouth, and nose tip.
Most of these methods could estimate one or more of the three dimensions of the
head pose (pitch, yaw and roll). Recently, Bulat & Tzimiropoulos (2017) proposed
an estimation of the 3D location of each 2D face landmarks using deep learning
techniques. In this work, we utilized the 3D estimation of facial landmarks pro-
posed in Bulat & Tzimiropoulos (2017) to extract head pose features from both
the parent and the child (see Fig. 7).

Similar to the process of body pose feature extraction, head pose and move-
ment are extracted. We extract functional features from individual heads orien-
tation, orientation towards each others, and the head distances. The process pro-
duce a total of 300 functional features are extracted from the head pose (10 low-
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Figure 7: Head pose extraction

level features ×3 derivatives ×10 statistical measures) for each window slice (5
seconds with 50% overlap).

3.6 Correlation Analysis

For this exploratory phase, we selected a slice of 10 minutes from the middle of
each sessions to extract the nonverbal behavior for the analysis. In this work, the
total number of extracted features from the nonverbal behavior is 1260, which is
very high to perform correlation analysis with corrected values for multiple test-
ing. To overcome this substantial array of features, we were inspired by pattern
recognition field, where feature selection techniques are used when the number
of extracted features is higher than the sample size to reduce the feature list. We
chose two techniques of feature selection, which are F-test and Mutual Informa-
tion, which assess the relevancy and redundancy of features in relation to the
class. These techniques are suitable for regression analysis, where the label (de-
pendent variable) values are continues. However, as with most feature selection
techniques, these techniques are effected by the sample values. That is, using dif-
ferent subset of the same data selects different features. Therefore, we performed
these two techniques in cross-validation manner using 10-fold, where a random
split of 80% of the samples is used in each turn for feature selection to ensure a
robust final set of selected features. We set the number of features to be selected
in each round as 20% of the total features (i.e. 252 features). The features that
been consistently selected in all 10 rounds are then selected. This is performed
for all dependent variables (see the first column of Table 3). The average number
of features passing this condition for each dependent variables is 21 features.
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Table 3: Significant Correlation Analysis of Nonverbal behaviour after
Feature Selection Techniques

Factor Nonverbal Behaviour Movement Statistical Function r p-val

Parentes Education Parent body Roll Average acceleration -37.2 0.047
CBQ Parent body Pitch Max -50.1 0.006

Pitch Range -46 0.012
PRQ Parent body Pitch Max acceleration 38.2 0.041
Discipline Practices Child body Roll Min 43.9 0.017
Involvement Both body Pitch Skewness -39.9 0.032

Child body Yaw Skewness of velocity -45.2 0.014
Parenting Confidence Parent body Pitch Kurtosis 38.5 0.039

Pitch Skewness -40.7 0.028
Relational Frustration Parent body Yaw Average acceleration -45.7 0.013
Child Questions Parent body Yaw Max of velocity -36.8 0.050

Pitch Min 45.3 0.014
Pitch Peaks -37.8 0.043
Pitch valleys -38.8 0.037
Pitch Peaks of velocity -37.9 0.043
Pitch Peaks of acceleration -36.8 0.049
Pitch valleys of acceleration -37.1 0.047
Yaw valleys -37 0.048

Child body Pitch valleys of velocity -36.7 0.050
Pitch valleys of acceleration -36.8 0.050
Roll Peaks of velocity -36.8 0.050

ParentQuestions Parent body Pitch Max acceleration -44.5 0.016
Pitch Range acceleration -42.5 0.022

Child body Pitch Max acceleration -38.9 0.037
Turns Parent body Roll Skewness -39.1 0.036

Pitch Min 37.5 0.045
Roll Variance 45.6 0.013
Roll Kurtosis -51.6 0.004
Yaw Std 45.3 0.014
Yaw Variance 45.6 0.013
Yaw Kurtosis -51.6 0.004
Yaw Std acceleration 39.2 0.035

The process of feature selection is critical to improve the classification or pre-
diction of certain variable using the nonverbal behavior, which is a goal for future
work, which will be discussed in Section 4 below. Nonetheless, we use the feature
selection to highlight the most distinctive features, where we then execute the
correlation analysis. We performed an exploratory data analysis through Pear-
son or Spearman pairwise correlation, depending on the normality of the feature,
which was measures using Shapiro–Wilk test. Several nonverbal features were
found to have statistically significant correlation with the dependent variables,
which are listed in Table 3. For parenting styles (PRQ, Discipline Practices, In-
volvement, Parenting Confidence, and Relational Frustration), a correlation was
found with several nonverbal behavior from the child and the parent, but mostly
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the parent. Interestingly, CBQ was not found to be significantly correlated to
any of the child behavior. This might be due to the strict process of feature se-
lection, where child nonverbal behavior were redundant to the parent behavior.
Nonetheless, parent moving their body in the y-axis (i.e. forward/backward) has
significant negative correlation (i.e. moving forward) to CBQ, which is expected
for the parent to attend to their child. Lastly, for the in lab sessions, the number of
questions asked by the child and the parent, as well as the number of turns in the
session are highly correlated with nonverbal behavior from both the child and
their parent. This is expected as high interaction and engagement are associated
with variety of nonverbal behaviors. Moreover, head and touching features were
not selected by the feature selection techniques, which could indicate that these
features are redundant to the general body movement. Even though these are
positive and promising findings, they are exploratory and more in-depth analy-
sis is needed to confirm them.

4 Next Steps and Future Work

With our collected dataset, we plan to do further analysis to understand the in-
teraction dynamics between parent and child, and then design a robot that can
perceive and facilitate parent-child interaction synchrony in future.

4.1 Annotating parent-child interaction quality

The quality of interaction between a parent and their child is crucial for the
child’s development and is considered predictive of children’s behaviour (Lotzin
et al. 2015). Assessing parent-child interaction is highlighted in the literature in
order to develop early interventions for enhancing general child development
and for improving specific outcomes such as social competence, cooperation, lan-
guage and cognition (Peterson et al. 2007). Studies have investigated parent-child
interaction in different contexts (e.g. free play) andwith respect to age (e.g. infant
to adolescent), as well as for different child physical andmental health conditions
(e.g. disabilities). The quality of parent-child interaction, based on the contextual
situation, could be evaluated as joint engagement (Adamson et al. 2018; Adamson
et al. 2019), interpersonal synchrony (Leclère et al. 2014), emotional availability
(Greenspan et al. 2001), and bidirectional mutuality (Funamoto & Rinaldi 2015),
among others. For each one of these categories, measures have been developed
and validated, where the measurements includes questionnaires, rating scales, or
observational coding schemes.
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We are very interested in understanding how the parent-child relationship
(e.g., parenting styles) and other social-economic factors (e.g., home literacy en-
vironments) impact their co-reading interaction quality. Towards this goal, we
have recruited four trained psychology students to annotate the collected videos
of the families’ co-reading interaction. Regarding the interaction quality coding,
we chose the Joint Engagement Rating Inventory (JERI) (Adamson et al. 2018), as
it quantitates and qualitates the interaction between the child and the caregiver
during a joint activity, where verbal and nonverbal behaviors related to engage-
ment are observed and rated (e.g. gazing toward each other or to a shared object).
JERI contains more than 10 scales capturing diverse aspects of parent-child inter-
action, and we chose to code fore Child Unengaged and Child Coordinated En-
gagement. Child Coordinated Joint Engagement involves the child’s engagement
with the parent instead of their engagement with the story/tablet, whereas Child
Unengaged captures the child’s overall engagement with both the parent and ac-
tivity. When the child is not actively attending to both parent and the reading
activity (book/tablet), the child is considered as unengaged. The child’s coordi-
nated joint engagement will be rated as low if the child is engaging in the story
listening or reading without attending to the parent and acknowledging his/her
presence.

In addition to coding the direct parent-child interaction quality, we also an-
notated the affect of both parent and child separately in terms of valence and
arousal. Then, combining their individual affects, we obtained four joint affects:
(1) arousal/valence synchrony, (2) arousal synchrony and valence asynchrony, (3)
arousal asynchrony and valence synchrony, and (4) arousal/valence asynchrony.

When annotating these joint engagement and affect scales, our trained coders
viewed all the in-lab story reading videos and gave ratings every five seconds.
According to JERI, child’s engaged/unengaged state can last as short as three
seconds. Thus, a short time window (i.e., five seconds) was selected for the an-
notation to produce continuous quality scales, which will enable us to observe
the change patterns of the parent-child interaction quality throughout an entire
story reading session. The annotation is done, and we are currently analyzing
the patterns of their joint affect and engagement over time.

4.2 Designing social robot’s intervention on parent-child co-reading

We observed that it was common for a parent and their child to lose joint en-
gagement and affective synchrony for a certain period of time when engaging
in the co-reading activity. Some parent-child pairs can recover from this disen-
gagement and asynchrony very fast by adapting how they communicate with
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each other, while others seem to struggle to keep the dyadic experience uplift-
ing throughout the interaction. For those families who are struggling, having a
social robot as a facilitator in the interaction seems promising given its growing
prevalence in people’s daily life and technical capability to communicate with
humans in a social/emotional manner.

Therefore, the key research question we are planning to investigate next is
how a robot can produce social behaviors in real time to intervene at these ”down
moments” (e.g., disengagement, miscommunication, conflict) in parent-child co-
reading, and to foster positivity (e.g., trust, proactivity, reciprocity) between the
parent and child, which can last and transfer to other parent-child joint activities
even after the robot-facilitated reading interaction.

In addition, our exploratory results show that the parent-child relationship and
real-time reading interaction both vary largely across the 30 families. This find-
ing gives us great motivation to design robot’s intervention strategies that can
be personalized to each family in real time. When compared with voice agents
and computers that communicate with humans primarily through speech, so-
cial robotics supports nonverbal social communication with humans through a
diverse set of multimodal social signals (e.g., motion, light, eye gaze, facial ex-
pression, body gesture). Social robots have greater capacity to personalize how
they can engage in the parent-child interaction as a friendly peer that can help
build rapport and reciprocity between the parent and child. Therefore, we plan
to examine and compare how a robot’s nonverbal and verbal behaviors impact
both parent’s and child’s co-reading experience .
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